
summary of part 1

• the matter created in heavy ion collisions, the QGP, is well 
described by hydrodynamics with a very small η/s 

• active investigation into the limits of this statement 

• lower collision energy 

• smaller collision systems, even down to pp collisions 

• tomorrow: 

• how do we understand how this matter works?
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a key question
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The 2015  
LONG RANGE PLAN  

for NUCLEAR SCIENCE

 REACHING FOR THE HORIZON

The Site of the Wright Brothers’ First Airplane Flight

"To understand the workings of 
the QGP, there is no substitute for 
microscopy.  We know that if we 

had a sufficiently powerful 
microscope that could resolve the 
structure of QGP on length scales, 
say a thousand times smaller than 

the size of a proton, what we 
would see are quarks and gluons 

interacting only weakly with each 
other.  The grand challenge for 
this field in the decade to come 

is to understand how these 
quarks and gluons conspire to 
form a nearly perfect liquid."

how does the low viscosity liquid come to be?



liquid QGP
• why does QCD matter at extremely high temperature behave like a fluid? 

• interactions between quarks and gluons drive fluid behavior but QCD 
known for asymptotic freedom at short distances 

• η / s needed to describe QGP viscosity within a factor of a 2-3 of 
conjectured theoretical bound of η / s =1/4π
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Introduction.—It has been known since the discovery of
Hawking radiation [1] that black holes are endowed with
thermodynamic properties such as entropy and tempera-
ture, as first suggested by Bekenstein [2] based on the
analogy between black hole physics and equilibrium ther-
modynamics. In higher-dimensional gravity theories there
exist solutions called black branes, which are black holes
with translationally invariant horizons [3]. For these solu-
tions, thermodynamics can be extended to hydrodynam-
ics—the theory that describes long-wavelength deviations
from thermal equilibrium [4]. In addition to thermody-
namic properties such as temperature and entropy, black
branes possess hydrodynamic characteristics of continuous
fluids: viscosity, diffusion constants, etc. From the perspec-
tive of the holographic principle [5,6], a black brane cor-
responds to a certain finite-temperature quantum field
theory in fewer number of spacetime dimensions, and the
hydrodynamic behavior of a black-brane horizon is iden-
tified with the hydrodynamic behavior of the dual theory.
For these field theories, in this Letter we show that the ratio
of the shear viscosity to the volume density of entropy has a
universal value

"
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Furthermore, we shall argue that this is the lowest bound on
the ratio "=s for a wide class of thermal quantum field
theories.

Viscosity and graviton absorption.—Consider a thermal
field theory whose dual holographic description involves a
D-dimensional black-brane metric of the form

ds2 ! g%0&MNdx
MdxN

! f%#&%dx2 ' dy2& ' g$%%#&d#$d#%:
(2)

[The O%2& symmetry of the background is required for the
existence of the shear hydrodynamic mode in the dual
theory, thus making the notion of shear viscosity mean-
ingful.] One can have in mind, as an example, the near-
extremal D3-brane in type IIB supergravity, dual to finite-

temperature N ! 4 supersymmetric SU%Nc& Yang-Mills
theory in the limit of large Nc, and large ’t Hooft coupling
[7–10],
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but our discussion will be quite general. All black branes
have an event horizon [r ! r0 for the metric (3)], which is
extended along several spatial dimensions [x, y, z in the
case of (3)]. The dual field theory is at a finite temperature,
equal to the Hawking temperature of the black brane.

The entropy of the dual field theory is equal to the
entropy of the black brane, which is proportional to the
area of its event horizon,

S! A
4G

; (4)

where G is Newton’s constant (we set !h ! c ! kB ! 1).
For black branes A contains a trivial infinite factor V equal
to the spatial volume along directions parallel to the hori-
zon. The entropy density s is equal to a=%4G&, where a !
A=V.

The shear viscosity of the dual theory can be computed
from gravity in a number of equivalent approaches [11–
13]. Here we use Kubo’s formula, which relates viscosity
to equilibrium correlation functions. In a rotationally in-
variant field theory,

" ! lim
!!0

1
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Z
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Here Txy is the xy component of the stress-energy tensor
(one can replace Txy by any component of the traceless part
of the stress tensor). We shall now relate the right-hand side
of (5) to the absorption cross section of low-energy
gravitons.

According to the gauge-gravity duality [10], the stress-
energy tensor T$% couples to metric perturbations at the
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need to probe the plasma on short length scales sensitive to the 
interactions which give rise to the fluid behavior 
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how we’d like to measure the QGP
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how we’d like to measure the QGP
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how we’d like to measure the QGP
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how we’d like to measure the QGP
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?QGP



a dijet event
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di-jets in the QGP become mono-jets
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dijets
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tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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FIG. 3 (color online). (Top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets
(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton data fromffiffiffi
s

p ¼ 7 TeV, analyzed with the same jet selection, are shown as open circles. (Bottom) Distribution of !!, the azimuthal angle
between the two jets, for data and HIJINGþ PYTHIA, also as a function of centrality.
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tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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FIG. 3 (color online). (Top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets
(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton data fromffiffiffi
s

p ¼ 7 TeV, analyzed with the same jet selection, are shown as open circles. (Bottom) Distribution of !!, the azimuthal angle
between the two jets, for data and HIJINGþ PYTHIA, also as a function of centrality.
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dijets
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tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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FIG. 3 (color online). (Top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets
(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton data fromffiffiffi
s

p ¼ 7 TeV, analyzed with the same jet selection, are shown as open circles. (Bottom) Distribution of !!, the azimuthal angle
between the two jets, for data and HIJINGþ PYTHIA, also as a function of centrality.
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AJ = Δp / Σp

how do the jets loose their energy? where does it go? how does it 
depend on the jet momentum?

tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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FIG. 3 (color online). (Top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets
(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton data fromffiffiffi
s

p ¼ 7 TeV, analyzed with the same jet selection, are shown as open circles. (Bottom) Distribution of !!, the azimuthal angle
between the two jets, for data and HIJINGþ PYTHIA, also as a function of centrality.
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as well as from instrumental effects. Energy loss in the
medium could lead to much stronger deviations in the
reconstructed energy balance.

The ATLAS detector [8] is well-suited for measuring
jets due to its large acceptance, highly segmented electro-
magnetic and hadronic calorimeters. These allow efficient
reconstruction of jets over a wide range in the region
j!j< 4:5. The detector also provides precise charged par-
ticle and muon tracking. An event display showing the inner
detector and calorimeter systems is shown in Fig. 1.

Liquid argon technology providing excellent energy and
position resolution is used in the electromagnetic calorime-
ter that covers the pseudorapidity range j!j< 3:2. The
hadronic calorimetry in the range j!j< 1:7 is provided
by a sampling calorimeter made of steel and scintillating
tiles. In the end caps (1:5< j!j< 3:2), liquid argon tech-
nology is also used for the hadronic calorimeters, matching
the outer j!j limits of the electromagnetic calorimeters. To
complete the ! coverage, the liquid argon forward calo-
rimeters provide both electromagnetic and hadronic energy
measurements, extending the coverage up to j!j ¼ 4:9.
The calorimeter (! and ") granularities are 0:1" 0:1 for
the hadronic calorimeters up to j!j ¼ 2:5 (except for the
third layer of the tile calorimeter, which has a segmentation
of 0:2" 0:1 up to j!j ¼ 1:7) and then 0:2" 0:2 up to
j!j ¼ 4:9. The electromagnetic calorimeters are longitudi-
nally segmented into three compartments and feature a
much finer readout granularity varying by layer, with cells
as small as 0:025" 0:025 extending to j!j ¼ 2:5 in the
middle layer. In the data-taking period considered, ap-
proximately 187 000 calorimeter cells (98% of the total)
were usable for event reconstruction.

The bulk of the data reported here were triggered by
using coincidence signals from two sets of minimum bias
trigger scintillator detectors, positioned at z ¼ #3:56 m,

covering the full azimuth between 2:09< j!j< 3:84 and
divided into eight " sectors and two ! sectors.
Coincidences in the zero degree calorimeter and luminos-
ity measurement using a Cherenkov integrating detector
were also used as primary triggers, since these detectors
were far less susceptible to LHC beam backgrounds. These
triggers have a large overlap and are close to fully efficient
for the events studied here.
In the offline analysis, events are required to have a time

difference between the two sets of minimum bias trigger
scintillator counters of !t < 3 ns and a reconstructed ver-
tex to efficiently reject beam-halo backgrounds. The pri-
mary vertex is derived from the reconstructed tracks in the
inner detector, which covers j!j< 2:5 by using silicon
pixel and strip detectors surrounded by straw tubes.
These event selection criteria have been estimated to ac-
cept over 98% of the total lead-lead inelastic cross section.
The level of event activity or ‘‘centrality’’ is character-

ized by using the total transverse energy ("ET) deposited
in the forward calorimeters (FCal), which cover 3:2<
j!j< 4:9, shown in Fig. 2. Bins are defined in centrality
according to fractions of the total lead-lead cross section
selected by the trigger and are expressed in terms
of percentiles (0%–10%, 10%–20%, 20%–40%, and
40%–100%) with 0% representing the upper end of the
"ET distribution. Previous heavy ion experiments have
shown a clear correlation of the "ET with the geometry
of the overlap region of the colliding nuclei and, corre-
spondingly, the total event multiplicity. This is verified in
the bottom panel of Fig. 2, which shows a tight correlation
between the energy flow near midrapidity and the forward
"ET . The forward "ET is used for this analysis to avoid
biasing the centrality measurement with jets.
Jets have been reconstructed by using the infrared-safe

anti-kt jet clustering algorithm [9] with the radius parame-

FIG. 1 (color online). Event display of a highly asymmetric dijet event, with one jet with ET > 100 GeV and no evident recoiling jet
and with high-energy calorimeter cell deposits distributed over a wide azimuthal region. By selecting tracks with pT > 2:6 GeV and
applying cell thresholds in the calorimeters (ET > 700 MeV in the electromagnetic calorimeter, and E > 1 GeV in the hadronic
calorimeter), the recoil can be seen dispersed widely over the azimuth.
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a 30 year old prediction
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Energy Loss of Energetic Partons in Quark-Gluon Plasma: 
Possible Extinction of High pT Jets in Hadron-Hadron Collisions. 

J. D. BJORKEN 
Fermi National Accelerator Laboratory 
P.O. Box 500, Batavia, Illinois 60510 

Abstract 

Hi& energy quarks and gluons propagating through quark-gluon 

plasma suffer differential energy loss via elastic scattering from 

quanta in the plasma. lhis mechanism is very similar in structure to 

ionization loss of charged particles in ordinary matter. 'ihe dE/dx is 

roughly proportional to the square of the plasma temperature. For 

hadron-hadron collisions with high asscoiated multiplicity and with 

transverse energy dET/dy in excess of 10 GeV per unit rapidity, it is 

possible that quark-gluon plasma is produced in the collision. If so, a 

produced secondary high-p, quark or gluon might lose tens of GeV of its 

initial transverse momentum while plowing through quark-gluon plasma 

produced in its local environment. High energy hadron jet experiments 

should be analysed as function of associated multiplicity to search for 

this effect. An interesting signature may be events in which the hard 

collision occurs near the edge of the overlap region, with one jet 

escaping without absorption and the other fully absorbed. 

4B Operated by Unlversltles Research Association Inc. under contract with the United States Department cd Energy 



modern theory

• strength of jet quenching usually encoded in the transport 
coefficient qhat, transverse momentum broadening / length 

• like viscosity,  qhat, is not directly measurable, but must be 
inferred from the data through a model
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M1 =
pi , B pf , B’

k , b

A A’

q, a
+

pi , B pf , B’

k , b

A A’

q, a
; M2 =

pi , B pf , B’

k , b

A A’

q, a

Figure 2: Gluon emission amplitude induced by one scattering.

Here

Ma,µν
A′A = ig2(pi + pf)

µ 1

q2
δν
0 T a

A′A , (2.5b)

where we neglected spin effects in the high energy limit. The static source can be viewed as if it
were a heavy quark.

In Feynman gauge, the amplitude M1 (Fig. 2) for soft gluon emission may be expressed as
the elastic scattering amplitude times a radiation factor as

M1 ≃ −g

{
ε · pf

k · pf
(T bT a)B′B −

ε · pi

k · pi
(T aT b)B′B

}

Ma
A′A , (2.6)

where ε denotes the gluon polarization state. The generators of the fundamental representation
of SU(Nc) are T a(a = 1, . . . N2

c − 1), satisfying [T a, T b] = ifabc T c. In the same way we get

M2 ≃ −g
2

(pf − pi)2
{gµνε · (pf − pi) − kµεν + kνεµ} · Ma,µν

A′A [T b, T a]B′B . (2.7)

In addition to M1 and M2, there is a term M3 coming from gluon radiation off the static source.
The sum of the three terms is gauge invariant. In a physical gauge such as light-cone gauge, M3

is down by a factor of k⊥/ω compared to M1 and M2. In the calculation given below we use
light-cone gauge and assume k⊥/ω ≪ 1.

In a hot plasma the source is screened as indicated by (2.1) and (2.2) in the GW model. The
reader may have doubts as to the general gauge invariance of that model. These doubts may
be put to rest by the following arguments. It is straightforward to show that M1 + M2 + M3

remains gauge invariant when the emitted and exchanged gluons are given the same mass µ. As
we shall see later, the emitted gluon has a small impact parameter for the physical problem we
consider. As a consequence of the small impact parameter, one may neglect the mass for the
emitted gluon; keeping the mass µ only for the exchanged gluon leads to the Gyulassy-Wang
model.

In light-cone gauge

ε = (ε0,−ε0, ε⃗⊥) ; ε · k = 0 ⇒ ε0 =
ε⃗⊥ · k⃗⊥

ω + k//
≃
ε⃗⊥ · k⃗⊥

2ω
. (2.8)
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RADIATIVE ENERGY LOSS OF HIGH ENERGY QUARKS AND
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Abstract

The medium induced energy loss spectrum of a high energy quark or gluon traversing a hot
QCD medium of finite volume is studied. We model the interaction by a simple picture of static
scattering centres. The total induced energy loss is found to grow as L2, where L is the extent of
the medium. The solution of the energy loss problem is reduced to the solution of a Schrödinger-
like equation whose “potential” is given by the single-scattering cross section of the high energy
parton in the medium. These results should be directly applicable to a quark-gluon plasma.
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a series of papers by these 
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observation of “jet” quenching at RHIC
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FIG. 3. Ratio of yield per event in central vs peripheral
Au+Au collisions, with each divided by ⟨Nbinary⟩ for that
class. For π0 the weighted average of PbSc and PbGl results
is shown. The error bars indicate the statistical errors on the
spectra. The surrounding bands [shaded for π0’s, brackets
for (h+ + h−)/2] are the quadrature sums of (i) the parts of
the systematic errors on the spectra that do not cancel in the
ratio, and (ii) the uncertainty in ⟨Nbinary⟩ (see Table I).

TABLE I. Relative systematic errors on hadron yields and
central-to-peripheral ratios. The errors are quoted for rep-
resentative pT and vary between the values shown. For the
charged hadron (h) data the errors are highly correlated in
pT for both yields and ratios. For the π0 data, approximately
half of the error in the yield is perfectly correlated in pT , and
some correlation remains in the ratio.

Sys. error: Yield pT [GeV/c] Cent/Per pT [GeV/c]
h data 27% 0.5 8% all

16-18% 0.8-3.5
30% 4.7

π0 data 25% 1.2 24% 1.2
(PbSc) 35% 3.7 33% 3.2
π0 data 33% 1.2 32% 1.2
(PbGl) 52% 3.7 40% 2.7
π0 data 21% 1.2 20% 1.2
(combined) 30% 3.7 24% 2.7
N+N ref. 20% 1.0 N/A

35% 5.0
⟨Nbinary⟩ 29% all
central 11% all
peripheral 30% all

6

PHENIX, PRL 88 022301 (2002)

expectation if no jet 
quenching

yield in central collisions / yield in peripheral collisions scaled by 
number of nucleon-nucleon collisions

obvious question: 
do you trust your model 
enough to say that your 
expectations were valid?

hadrons (not jets)



Glauber model
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sample from that distribution to get 
a unique distribution of nucleons 

for each nucleus

for each nucleon in nucleus A ask if 
it hits a nucleon from nucleus B

if so, that is a “binary collision” 
and the nucleons are 

“participants”

Miller, et al, Ann Rev Nuc Part 57 (2007) 205 
C. Loizides, et al Software X 1-2 (2015) 13 

C. Loizides, et al PRC 97 054910

Glauber Modeling in Nuclear Collisions 10

Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√

σNN
inel/π/2.

Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√

σNN
inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

model the distributions of nucleons 
in nucleus 

(Woods-Saxon for spherical nuclei)

ρ(r) ∝
1

1 + exp( r − R
a )

assume monotonic relationship 
between impact parameter and 

multiplicity



relating HI and pp collisions
• each “binary collision” is like a proton-proton collision 

• we will ignore differences between protons and neutrons here 
• hard processes (jets, photons, Z, W, …) are expected to be produced in at the 

rate in pp collisions x the number of binary collisions (Ncoll) 

• RAA = 1 → AA collision consistent with Ncoll independent pp collisions

 13

RAA  = NX,AA

Ncoll Nx,pp 
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counting: pp vs PbPb

 14

RAA  = NX,AA

Ncoll Nx,pp 

ATLAS-CONF-2017-010

Ncoll ~ 2000 in the most 
central collisions

Z→l+l-, no color charge 
can’t interact with the QGP
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Figure 5: Upper panel: Z-boson yield per event divided by TAA (circles) as a function of Npart and di↵erential cross
section measured in pp [8] (diamond) plotted at Npart = 2. Lower panel: RAA as a function of Npart. The band around
unity indicates the pp luminosity uncertainty of 5.4%. Bars and shaded boxes in both panels show the statistical and
systematic uncertainties respectively. The hTAAi systematic uncertainty is shown separately. The hNparti systematic
uncertainty, listed in Table 1, are smaller than the markers. The MC generated prediction detailed in the text is
shown with the solid line.

unity within the statistical and total systematic uncertainty coming from all sources. The most peripheral
point is higher than any other point but also has the largest statistical and hTAAi uncertainties. It is
approximately 1.5 standard deviation of combined uncertainty away from unity.

The uncertainties from luminosity and hTAAi are the dominant uncertainties in the results. Since Z bosons
do not interact with the QCD medium and the Z-boson yield measurement uncertainties are smaller than
the uncertainties associated with scaling of yield from hard processes (i.e. luminosity and TAA uncertain-
ties), the Z-boson yield may be used as baseline measurement to compare to other hard processes in pp
and Pb+Pb collisions by taking the ratio of the yields of another observable, X , to the Z-boson yield in
both pp and Pb+Pb collisions. This double ratio, RX

AA/R
Z
AA, may improve the accuracy of measurements

and make the results independent of Glauber model calculations. It is also less sensitive to initial state
e↵ects, which are present in Z bosons and thus cancel in the ratio.

6 Summary

Using the ATLAS detector, Z-boson production is studied in Pb+Pb collisions data at psNN = 5.02 TeV
with total integrated luminosity of 0.49 nb�1 recorded during the 2015 LHC physics run. A total of 5326
Z-boson candidates are reconstructed in the Z ! µµ channel. The Z bosons are corrected for accept-
ance and detector e�ciency to measure the yield per minimum-bias event. After scaling by the nuclear
thickness function hTAAi, the yields can be described by pQCD. The yields are also measured in di↵erent

10

Z bosons

more central collisions

ATLAS-CONF-2017-010

Ncoll ~ 2000 in the most 
central collisions

Z→l+l-, no color charge 
can’t interact with the QGP



counting: pp vs PbPb
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experimental verification with particles that are unmodified by the QGP 
(also been checked with photons & W±)
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the uncertainties associated with scaling of yield from hard processes (i.e. luminosity and TAA uncertain-
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and Pb+Pb collisions by taking the ratio of the yields of another observable, X , to the Z-boson yield in
both pp and Pb+Pb collisions. This double ratio, RX

AA/R
Z
AA, may improve the accuracy of measurements
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e↵ects, which are present in Z bosons and thus cancel in the ratio.
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HI collisions are a challenging place to measure jets

• an R = 0.4 cone in a PbPb collision at 5 TeV has up to 150 GeV of 
energy from the underlying event (UE) which has to be subtracted 

• UE to subtract goes as R2 (see C. McGinn CMS at Quark Matter 2018) 
• ATLAS uses an iterative procedure to estimate the UE; ALICE and CMS 

use Constituent Subtraction
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fluctuations in the UE can 
mimmic jets at lower pT 

in ATLAS jet measurements in 
central collisions start at 

~100 GeV



jet performance

• Jet Energy Scale: ~1% centrality dependence above 100 GeV 
• Jet Energy Resolution: degraded in central collisions due to 

underlying event fluctuations
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Figure 1: The left panel shows the JES as a function of ptruth
T and the right panel shows the JER as a function of ptruth

T
in MC samples. Both are for jets with |y | < 2.8. The curves in the right panel show fits to Eq. (1) for pp, and Pb+Pb
in eight centrality intervals (0–10%, 10–20%, 20–30%, 30–40%, 40–50%, 50–60%, 60–70%, and 70–80%).

The JER is largest in the more central collisions, as expected from stronger fluctuations of the transverse
energy in the UE. The JER is about 16% for pT = 100 GeV in central collisions and decreases with
increasing pT to 5–6% for jets with pT greater than 500 GeV. The parameters a and c in the fit are found
to be independent of centrality while the values of b are consistent with the expected magnitude of UE
fluctuations.

The jet cross-section in pp collisions, jet yields and RAA in Pb+Pb collisions are measured in the following
absolute rapidity ranges: 0–0.3, 0.3–0.8, 0.8–1.2, 1.2–1.6, 1.6–2.1, 2.1–2.8, and two inclusive intervals,
0–2.1 and 0–2.8. The interval of 0–2.1 is used to make comparisons with the measurement of RAA atp

sNN = 2.76 TeV [9]. The more forward region (|y | > 2.8) is not included in the study due to deterioration
of the jet reconstruction performance. In peripheral collisions and pp collisions, results are reported for
pT > 50 GeV and pT > 40 GeV, respectively. In mid-central collisions and central collisions, results are
reported for pT > 80 GeV and pT > 100 GeV, respectively. A higher value of the minimum jet pT in more
central Pb+Pb collisions, compared to peripheral or pp collisions, was used to reduce the contribution of
jets reconstructed from fluctuations of the underlying events (“UE jets”). These UE jets were removed
by considering the charged-particle tracks with ptrk

T > 4 GeV within �R = 0.4 of the jet and requiring
a minimum value of

Õ
ptrk

T . A threshold of
Õ

ptrk
T = 8 GeV is used throughout the analysis. Thresholds

of
Õ

ptrk
T ranging from 5 to 12 GeV were found to change RAA by much less than 1% in the considered

kinematic region.

The jet pT spectra are unfolded using the iterative Bayesian unfolding method [43] from the RooUnfold
software package [44], which accounts for bin migration due to the jet energy response. The response
matrices used as the input to the unfolding are built from generator-level (truth) jets that are matched to
reconstructed jets in the simulation. The unmatched truth jets are incorporated as an ine�ciency corrected
for after the unfolding. The response matrices were generated separately for pp and Pb+Pb collisions and
for each rapidity and centrality interval. To better represent the data, the response was reweighted along
the truth-jet axis by a data-to-MC ratio. The number of iterations in the unfolding was chosen so that
the result is stable when changing the number of iterations by one. Three iterations were used for pp
collisions while four iterations were used in all the centrality and rapidity intervals for Pb+Pb collisions.
The unfolding procedure was tested by performing a refolding, where the unfolded results were convolved
with the response matrix, and compared with the input spectra. The unfolding procedure was found to
produce stable results.
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Figure 4: Upper panel: The RAA values as a function of jet pT for jets with |y | < 2.8 for four centrality intervals
(0–10%, 20–30%, 40–50%, 60–70%). Bottom panel: The RAA values as a function of jet pT for jets with |y | < 2.8
for four other centrality intervals (10–20%, 30–40%, 50–60%, 70–80%). The error bars represent statistical
uncertainties, the shaded boxes around the data points represent bin-wise correlated systematic uncertainties. The
coloured and grey shaded boxes at RAA = 1 represent fractional hTAAi and pp luminosity uncertainties, respectively,
which both a�ect the overall normalisation of the result. The horizontal size of error boxes represents the width of
the pT interval.

10

jet counting

• fewer jets when there is more QGP 

• jets shift downward in momentum → “jet quenching” 

• quenching ~independent of jet momentum out to TeV scale jets
 17

jet rates / expectations
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Figure 3: Left: Inclusive jet cross-section in pp collisions as a function of jet pT in di�erent |y | intervals scaled by
successive powers of 102. Right: Per-event inclusive jet yield in Pb+Pb collisions normalised by hTAAi as a function
of jet pT in di�erent centrality intervals scaled by successive powers of 102. The solid lines represent central values
of pp cross-section for the same rapidity selection scaled by the same factors to allow a comparison with the Pb+Pb
data at di�erent centralities. The error bars represent statistical uncertainties, shaded boxes represent systematic
uncertainties.

pT = 100 GeV, and is observed to grow slowly (quenching decreases) with increasing jet pT, reaching a
value of 0.6 for jets with pT around 800 GeV.

The RAA value observed for jets with |y | < 2.1 is compared with the previous measurement at psNN =

2.76 TeV [9]. This is shown for the 0–10% and 30–40% centrality intervals in Figure 5. The two
measurements are observed to agree within their uncertainties in the overlapping pT region. The apparent
reduction of the size of systematic uncertainties in the new measurement is driven by collecting the pp
and Pb+Pb data during the same LHC running period.

The hNparti dependence of RAA is shown in Figure 6 for jets with |y | < 2.8 and for two representative
pT intervals: 100 < pT < 126 GeV and 200 < pT < 251 GeV. The open boxes around the data points
represent the bin-wise correlated systematic uncertainties which include also the uncertainty of hTAAi. A
smooth evolution of RAA is observed, with the largest values of RAA in the most peripheral collisions and
the smallest values of RAA in the most central collisions. The magnitude of RAA is observed to be larger
for all hNparti values for jets in higher pT interval.

The rapidity dependence of RAA is shown in Figure 7 as the ratio of RAA to its value measured for |y | < 0.3.
This representation was chosen because all systematic uncertainties largely cancel out in the ratio. The
distributions are reported in intervals of increasing values of pT in the four panels. The ratio is constant
in rapidity at lower pT. As the pT increases, the value of RAA starts to decrease with rapidity and the
decrease is most significant in the highest pT interval of 316–562 GeV. In this pT interval, the value of
the RAA ratio is 0.83 ± 0.07 and 0.68 ± 0.13 in the rapidity regions of |y | = 1.2–2.8 and |y | = 1.6–2.8,

9
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jet evolution
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Medium-induced jet evolution

The leading particle (LP) is produced by a hard scattering

It subsequently evolves via radiation (branchings) ...

... and via collisions off the medium constituents

CERN, 5th Heavy Ion Jet, Aug. 2017 EbE medium-induced jet evolution Edmond Iancu 8 / 27

time

particle form
ation

in vacuum (p+p collisions)
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time

particle form
ation

in QGP

Medium-induced jet evolution

The leading particle (LP) is produced by a hard scattering

It subsequently evolves via radiation (branchings) ...

... and via collisions off the medium constituents

CERN, 5th Heavy Ion Jet, Aug. 2017 EbE medium-induced jet evolution Edmond Iancu 8 / 27



jet fragmentation
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Medium-induced jet evolution

The leading particle (LP) is produced by a hard scattering

It subsequently evolves via radiation (branchings) ...

... and via collisions off the medium constituents

CERN, 5th Heavy Ion Jet, Aug. 2017 EbE medium-induced jet evolution Edmond Iancu 8 / 27

time

particle form
ation

in QGP

• how do the jet and QGP interact? 

• are the scatterings independent? 
• how is the jet resolved by the QGP? 
• is there evidence for quasiparticles at some scale?

reviews:  
Qin & Wang 1511.00790 

Blaizot & Mehtar-Tani 1503.05958



experimental tools

• change the parton flavor: light quarks/gluons/c and b quarks 
should each interact differently with the QGP 

• look inside the jet: how do the particles make up the jet 
differently in AA collisions compared to pp collisions? 

• what is around the jet?

 21

there is no one observable that provides the answers 
experimentally, we need to overconstrain theoretical models with 

systematic, differential data



rapidity dependence

• at fixed pT increasing y, 
increases p and increases the 
fraction of jets which are 
quark jets  

• at the same time, the spectra 
become steeper with 
increasing y

 22
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Figure 3: Left: Inclusive jet cross-section in pp collisions as a function of jet pT in di�erent |y | intervals scaled by
successive powers of 102. Right: Per-event inclusive jet yield in Pb+Pb collisions normalised by hTAAi as a function
of jet pT in di�erent centrality intervals scaled by successive powers of 102. The solid lines represent central values
of pp cross-section for the same rapidity selection scaled by the same factors to allow a comparison with the Pb+Pb
data at di�erent centralities. The error bars represent statistical uncertainties, shaded boxes represent systematic
uncertainties.

pT = 100 GeV, and is observed to grow slowly (quenching decreases) with increasing jet pT, reaching a
value of 0.6 for jets with pT around 800 GeV.

The RAA value observed for jets with |y | < 2.1 is compared with the previous measurement at psNN =

2.76 TeV [9]. This is shown for the 0–10% and 30–40% centrality intervals in Figure 5. The two
measurements are observed to agree within their uncertainties in the overlapping pT region. The apparent
reduction of the size of systematic uncertainties in the new measurement is driven by collecting the pp
and Pb+Pb data during the same LHC running period.

The hNparti dependence of RAA is shown in Figure 6 for jets with |y | < 2.8 and for two representative
pT intervals: 100 < pT < 126 GeV and 200 < pT < 251 GeV. The open boxes around the data points
represent the bin-wise correlated systematic uncertainties which include also the uncertainty of hTAAi. A
smooth evolution of RAA is observed, with the largest values of RAA in the most peripheral collisions and
the smallest values of RAA in the most central collisions. The magnitude of RAA is observed to be larger
for all hNparti values for jets in higher pT interval.

The rapidity dependence of RAA is shown in Figure 7 as the ratio of RAA to its value measured for |y | < 0.3.
This representation was chosen because all systematic uncertainties largely cancel out in the ratio. The
distributions are reported in intervals of increasing values of pT in the four panels. The ratio is constant
in rapidity at lower pT. As the pT increases, the value of RAA starts to decrease with rapidity and the
decrease is most significant in the highest pT interval of 316–562 GeV. In this pT interval, the value of
the RAA ratio is 0.83 ± 0.07 and 0.68 ± 0.13 in the rapidity regions of |y | = 1.2–2.8 and |y | = 1.6–2.8,
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beware of ratios!
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quenching is equal but RAA will certainly not be



rapidity dependence of RAA

• why rapidity? 
• fraction of quark jets increases 

with |y| at fixed jet pT 
• jet pT spectra become steeper 

with increasing |y| 
• decrease RAA with |y| 

• quarks jets should lose less 
energy than gluon jets (larger 
color charge) 

• increase RAA with |y|
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hadrons from jets
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b and c jets are especially interesting 
because their mass should suppress 
radiation in the QGP (Dokshitzer & 
Kharzeev Phys.Lett. B519 (2001) 

199-206)



HF tagged jets

 26

D-meson tagged jets vs inclusive full jets (Pb-Pb)

à Suppression of full jets observed 
up to 130 GeV/c. 

à Similar suppression found for 
D0-tagged jets as for D0-mesons 
at lower pT.

33

B. Trzeciak, Tue 11:30
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top in pPb
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Top quark decay 
Top quark decays to W boson and b quark (BR~100%) 
b quark fragments into a jet with displaced vertex 
W à lepton + neutrino OR W à q + anti-quark 

Initial Stages 2017 Marta Verweij 6 

For this analysis we use lepton+jets channel 
ttbar à W(àl+v)b + W(àqq’)b 

Large branching ratio + good S/B 

branching ratio ~30%

Top pair cross section 

Initial Stages 2017 Marta Verweij 17 

Comparison to pp and theory 
 

pp xsec scaled with A (=208) 
 

Theory: MCFM and top++  
event generator combined 
with various PDFs  
(EPS09 and EPPS16) 

 
nPDF effect expected and 
observed to be small on the 
total cross section 

# fitted signal events 
S = 420 (348) in µ(e)+jets channel 

Acceptance correction 
A = 0.060 (0.056)  
in µ(e)+jets channel Efficiency correction ε = 0.91 (0.63) in µ(e)+jets channel  

Total integrated luminosity  
  L = 174 nb-1 
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Summary 
First experimental observation of the top quark in nuclear collisions (>5σ) 
σtt in two channels: e+jets and µ+jets 

 Combined: σtt = 45 ± 8 nb à 17% total uncertainty 
 
CMS now measured σtt at 4 collision energies and in 2 collisions systems 

Initial Stages 2017 Marta Verweij 18 
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photon-jets
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dijets→both jets interact γ-jets→only the jet interacts

Wang & Huang PRL 77 (1996) 231

γ provides unmodified information 
about the hard scattering 
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photon-jet balance
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8 4 Results and discussion
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Figure 2: The azimuthal correlation of photons and jets in five p
g
T intervals for 0–30% centrality

(top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared
pp data (open symbols) are included for comparison. The vertical lines (bands) through the
points represent statistical (systematic) uncertainties.
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Figure 3: Distribution of xjg = p
jet
T /p

g
T in five p

g
T intervals for 0–30% centrality (top, full circles)

and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared pp data (open
symbols) are included for comparison. The vertical lines (bands) through the points represent
statistical (systematic) uncertainties.

quoted uncertainties over the whole p
g
T interval probed in 30–100% centrality PbPb collisions

and in the region p
g
T < 60 GeV/c for 0–30% centrality PbPb collisions. At higher p

g
T in the more

central PbPb events, the hxjgi value is lower than in pp data.

With a jet pT threshold of 30 GeV/c, the average energy imbalance observed for the selected
photon+jet pairs likely underestimates the actual imbalance. Photon+jet pairs for which the
momentum of the associated jets fall below the jet pT threshold do not contribute to the hxjgi
value. To assess how the “missing” jets might affect the hxjgi results, the average number of
associated jets per photon passing the analysis selections, Rjg, is shown in Fig. 4 (bottom). In the
0–30% most central PbPb collisions, the value of Rjg is found to be lower than in the smeared

pp: different in each panel because it is smeared by the pT and centrality 
dependent additional resolutions effects to match PbPb collisions

PbPb: distributions shifted to lower xjγ—jet quenching
1711.097328
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Figure 6: Photon–jet pT balance distributions (1/N�)(dN/dxJ�) in pp events (blue, reproduced on all panels)
and Pb+Pb events (red) with each panel denoting a di�erent centrality selection. These panels show results with
p�T = 100–158 GeV. Total systematic uncertainties are shown as boxes, while statistical uncertainties are shown
with vertical bars.
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Figure 7: Photon–jet pT balance distributions (1/N�)(dN/dxJ�) in pp events (blue, reproduced on all panels)
and Pb+Pb events (red) with each panel denoting a di�erent centrality selection. These panels show results with
p�T = 158–200 GeV. Total systematic uncertainties are shown as boxes, while statistical uncertainties are shown
with vertical bars.
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Jet axis

1 Introduction

Heavy ion collisions at the Large Hadron Collider (LHC) are performed in order to produce and study
the quark-gluon plasma (QGP), a phase of strongly interacting matter which emerges at very high energy
densities; a recent review can be found in Ref. [1]. Measurements of jets and the modifications to their
properties in heavy ion collisions are sensitive to the properties of the QGP. In order to quantify jet
modifications in heavy ion collisions, proton-proton (pp) collisions are often used as a reference system.
Using this reference, the rates of jet production are observed to be reduced in lead-lead (Pb+Pb) collisions
compared to expectations from the jet production cross section measured in pp interactions scaled by
the nuclear thickness function of Pb+Pb collisions [2, 3]. Charged particle longitudinal fragmentation
functions are also observed to be modified in Pb+Pb collisions compared to pp collisions [4, 5].

In addition to final state di↵erences, Pb+Pb collisions also di↵er from pp collisions in the initial state
due to the participation of the lead nucleus in the collision. Proton-nucleus collisions are used to pro-
vide measurements of modifications from pp collisions that would be present in the initial conditions of
Pb+Pb collisions as well. The inclusive jet production rate in proton-lead (p+Pb) collisions at 5.02 TeV
was measured [6–8] and found to have only small modifications after accounting for the partonic over-
lap in p+Pb compared to pp collisions. Measurements made at the Relativistic Heavy Ion Collider with
deuteron-gold collisions yield similar results [9]. At high pT, charged hadrons originate from the frag-
mentation of jets and provide a complementary observable to reconstructed jets. The CMS collaboration
observes a small excess in the charged particle spectrum measured in p+Pb for pT > 20 GeV compared
to pp collisions [10]. It is of great interest to measure the charged particle fragmentation functions in
p+Pb and pp collisions for di↵erent intervals of jet pT at the LHC to connect the jet and charged particle
results. These measurements are necessary to both determine modifications to jet fragmentation in p+Pb
collisions and to establish a reference for jet fragmentation measurements in Pb+Pb.

In this note, the jet momentum structure in pp and p+Pb collisions is studied using the distributions of
charged particles associated with jets which have a transverse momentum in the range 45–260 GeV. Jets
are reconstructed with the anti-kt algorithm [11] using a distance parameter R = 0.4. The association
is done via an angular matching �R < 0.41, where �R is the angular distance between the jet axis and
the charged particle position. Results on fragmentation functions are presented as a function of both,
the charged particle transverse momentum with respect to the beam direction, pT, and the longitudinal
momentum fraction with respect to the jet direction, z ⌘ pT cos�R / p

jet
T :

D(pT) ⌘ 1
Njet

dNch

dpT
, (1)

and
D(z) ⌘ 1

Njet

dNch

dz
, (2)

where Nch is the number of charged particles and Njet is the number of jets under consideration. The
D(pT) distributions are the transverse momentum spectra of charged particles within a jet without the

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y axis points
upward. Cylindrical coordinates (r,�) are used in the transverse plane, � being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Angular distance is measured in units of

�R ⌘
q

(�⌘)2 + (��)2.

2

and
D(pT) ⌘

1
Njet

dnch
dpT
,

where pjet
T is the transverse momentum of the jet, nch is the number of charged particles in the jet, Njet is the

number of jets under consideration, and �R =
p
(�⌘)2 + (��)2 with �⌘ and �� defined as the di�erences

between the jet axis and the charged-particle direction in pseudorapidity and azimuth,1 respectively. In
order to quantify di�erences between Pb+Pb and pp collisions at the same collision energy, the ratios of
the fragmentation functions are measured:

RD(z) ⌘
D(z)PbPb
D(z)pp

,

and
RD(pT) ⌘

D(pT)PbPb
D(pT)pp

.

Relative to jets in pp collisions, it was found in Ref. [13] that jets in Pb+Pb collisions have an excess of
particles with transverse momentum below 4 GeV and an excess of particles carrying a large fraction of
the jet transverse momentum. At intermediate charged-particle pT, there is a suppression of the charged-
particle yield. At the same time, an excess of low-pT particles is observed for particles in a wide region
around the jet cone [14, 15]. These observations may indicate that the energy lost by jets through the jet
quenching process is being transferred to soft particles within and around the jet [16, 17]; measurements
of these soft particles have the potential to constrain the models describing such processes. A possible
explanation for the enhancement of particles carrying a large fraction of the jet momentum is that it is
related to the gluon-initiated jets losing more energy than quark-initiated jets. This leads to a higher
quark-jet fraction in Pb+Pb collisions than in pp collisions. The change in flavor composition, combined
with the di�erent shapes of the quark and gluon fragmentation functions [18] then lead to the observed
excess.

Proton–nucleus collisions, which do not generate a large amount of QGP, are used to di�erentiate between
initial- and final-state e�ects due to the QGP formed in Pb+Pb collisions. Fragmentation functions in
p+Pb collisions show no evidence of modification when compared with those in pp collisions [19]. Thus,
any modifications observed in Pb+Pb collisions can be attributed to the presence of the QGP rather than
to e�ects arising from the presence of the large nucleus.

The rapidity dependence of jet observables in Pb+Pb collisions is of great interest, in part because at
fixed pjet

T the fraction of quark jets increases with increasing |yjet | (see, for example, Refs. [18, 20]).
This makes the rapidity dependence of jet observables potentially sensitive to the di�erent interactions of
quarks and gluons with the QGP. Previous measurements of the rapidity dependence of jet fragmentation
functions at psNN = 2.76 TeV in Pb+Pb collisions found a rapidity dependence of the fragmentation
function modification with limited significance [13].

In this paper, the fragmentation functions and the RD(z) and RD(pT) ratios are measured in Pb+Pb and pp
collisions at 5.02 TeV using 0.49 nb�1 of Pb+Pb collisions and 25 pb�1 of pp collisions collected in 2015.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). The rapidity is defined as
y = 0.5 ln[(E + pz )/(E � pz )] where E and pz are the energy and the component of the momentum along the beam direction.
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1 Introduction

Ultra-relativistic nuclear collisions at the Large Hadron Collider (LHC) produce hot dense matter called
the quark–gluon plasma (QGP); recent reviews can be found in Refs. [1, 2]. Hard-scattering processes
occurring in these collisions produce jets which traverse and interact with the QGP. The study of modifi-
cations of jet rates and properties in heavy-ion collisions compared to pp collisions provides information
about the properties of the QGP.

The rates of jet production are observed to be reduced by approximately a factor of two in lead–lead
(Pb+Pb) collisions at LHC energies compared to expectations from the jet production cross-sections
measured in pp interactions scaled by the nuclear overlap function of Pb+Pb collisions [3–5]. Similarly,
back-to-back dijet [6–8] and photon–jet pairs [9] are observed to have unbalanced transverse momentum
in Pb+Pb collisions compared to pp collisions. These observations imply that some of the energy of the
parton showering process is transferred outside of the jet through its interaction with the QGP. This has
been termed “jet quenching”.

The distribution of particles within the jet are a�ected by this mechanism of energy loss. Several related
observables sensitive to the properties of the medium can be constructed. Measurements of the jet
shape [10] and the fragmentation functions were made in 2.76 TeV Pb+Pb collisions [11–13]. In Ref. [13],
jet fragmentation functions are measured as a function of both the charged-particle transverse momentum,
pT, and the charged-particle longitudinal momentum fraction relative to the jet,

z ⌘ pT cos�R / pjet
T . (1)

The fragmentation functions are defined as:

D(z) ⌘ 1
Njet

dnch
dz
,

2
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1 Introduction

Heavy ion collisions at the Large Hadron Collider (LHC) are performed in order to produce and study
the quark-gluon plasma (QGP), a phase of strongly interacting matter which emerges at very high energy
densities; a recent review can be found in Ref. [1]. Measurements of jets and the modifications to their
properties in heavy ion collisions are sensitive to the properties of the QGP. In order to quantify jet
modifications in heavy ion collisions, proton-proton (pp) collisions are often used as a reference system.
Using this reference, the rates of jet production are observed to be reduced in lead-lead (Pb+Pb) collisions
compared to expectations from the jet production cross section measured in pp interactions scaled by
the nuclear thickness function of Pb+Pb collisions [2, 3]. Charged particle longitudinal fragmentation
functions are also observed to be modified in Pb+Pb collisions compared to pp collisions [4, 5].

In addition to final state di↵erences, Pb+Pb collisions also di↵er from pp collisions in the initial state
due to the participation of the lead nucleus in the collision. Proton-nucleus collisions are used to pro-
vide measurements of modifications from pp collisions that would be present in the initial conditions of
Pb+Pb collisions as well. The inclusive jet production rate in proton-lead (p+Pb) collisions at 5.02 TeV
was measured [6–8] and found to have only small modifications after accounting for the partonic over-
lap in p+Pb compared to pp collisions. Measurements made at the Relativistic Heavy Ion Collider with
deuteron-gold collisions yield similar results [9]. At high pT, charged hadrons originate from the frag-
mentation of jets and provide a complementary observable to reconstructed jets. The CMS collaboration
observes a small excess in the charged particle spectrum measured in p+Pb for pT > 20 GeV compared
to pp collisions [10]. It is of great interest to measure the charged particle fragmentation functions in
p+Pb and pp collisions for di↵erent intervals of jet pT at the LHC to connect the jet and charged particle
results. These measurements are necessary to both determine modifications to jet fragmentation in p+Pb
collisions and to establish a reference for jet fragmentation measurements in Pb+Pb.

In this note, the jet momentum structure in pp and p+Pb collisions is studied using the distributions of
charged particles associated with jets which have a transverse momentum in the range 45–260 GeV. Jets
are reconstructed with the anti-kt algorithm [11] using a distance parameter R = 0.4. The association
is done via an angular matching �R < 0.41, where �R is the angular distance between the jet axis and
the charged particle position. Results on fragmentation functions are presented as a function of both,
the charged particle transverse momentum with respect to the beam direction, pT, and the longitudinal
momentum fraction with respect to the jet direction, z ⌘ pT cos�R / p

jet
T :

D(pT) ⌘ 1
Njet

dNch

dpT
, (1)

and
D(z) ⌘ 1

Njet

dNch

dz
, (2)

where Nch is the number of charged particles and Njet is the number of jets under consideration. The
D(pT) distributions are the transverse momentum spectra of charged particles within a jet without the

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y axis points
upward. Cylindrical coordinates (r,�) are used in the transverse plane, � being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Angular distance is measured in units of

�R ⌘
q

(�⌘)2 + (��)2.

2

and
D(pT) ⌘

1
Njet

dnch
dpT
,

where pjet
T is the transverse momentum of the jet, nch is the number of charged particles in the jet, Njet is the

number of jets under consideration, and �R =
p
(�⌘)2 + (��)2 with �⌘ and �� defined as the di�erences

between the jet axis and the charged-particle direction in pseudorapidity and azimuth,1 respectively. In
order to quantify di�erences between Pb+Pb and pp collisions at the same collision energy, the ratios of
the fragmentation functions are measured:

RD(z) ⌘
D(z)PbPb
D(z)pp

,

and
RD(pT) ⌘

D(pT)PbPb
D(pT)pp

.

Relative to jets in pp collisions, it was found in Ref. [13] that jets in Pb+Pb collisions have an excess of
particles with transverse momentum below 4 GeV and an excess of particles carrying a large fraction of
the jet transverse momentum. At intermediate charged-particle pT, there is a suppression of the charged-
particle yield. At the same time, an excess of low-pT particles is observed for particles in a wide region
around the jet cone [14, 15]. These observations may indicate that the energy lost by jets through the jet
quenching process is being transferred to soft particles within and around the jet [16, 17]; measurements
of these soft particles have the potential to constrain the models describing such processes. A possible
explanation for the enhancement of particles carrying a large fraction of the jet momentum is that it is
related to the gluon-initiated jets losing more energy than quark-initiated jets. This leads to a higher
quark-jet fraction in Pb+Pb collisions than in pp collisions. The change in flavor composition, combined
with the di�erent shapes of the quark and gluon fragmentation functions [18] then lead to the observed
excess.

Proton–nucleus collisions, which do not generate a large amount of QGP, are used to di�erentiate between
initial- and final-state e�ects due to the QGP formed in Pb+Pb collisions. Fragmentation functions in
p+Pb collisions show no evidence of modification when compared with those in pp collisions [19]. Thus,
any modifications observed in Pb+Pb collisions can be attributed to the presence of the QGP rather than
to e�ects arising from the presence of the large nucleus.

The rapidity dependence of jet observables in Pb+Pb collisions is of great interest, in part because at
fixed pjet

T the fraction of quark jets increases with increasing |yjet | (see, for example, Refs. [18, 20]).
This makes the rapidity dependence of jet observables potentially sensitive to the di�erent interactions of
quarks and gluons with the QGP. Previous measurements of the rapidity dependence of jet fragmentation
functions at psNN = 2.76 TeV in Pb+Pb collisions found a rapidity dependence of the fragmentation
function modification with limited significance [13].

In this paper, the fragmentation functions and the RD(z) and RD(pT) ratios are measured in Pb+Pb and pp
collisions at 5.02 TeV using 0.49 nb�1 of Pb+Pb collisions and 25 pb�1 of pp collisions collected in 2015.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). The rapidity is defined as
y = 0.5 ln[(E + pz )/(E � pz )] where E and pz are the energy and the component of the momentum along the beam direction.
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1 Introduction

Ultra-relativistic nuclear collisions at the Large Hadron Collider (LHC) produce hot dense matter called
the quark–gluon plasma (QGP); recent reviews can be found in Refs. [1, 2]. Hard-scattering processes
occurring in these collisions produce jets which traverse and interact with the QGP. The study of modifi-
cations of jet rates and properties in heavy-ion collisions compared to pp collisions provides information
about the properties of the QGP.

The rates of jet production are observed to be reduced by approximately a factor of two in lead–lead
(Pb+Pb) collisions at LHC energies compared to expectations from the jet production cross-sections
measured in pp interactions scaled by the nuclear overlap function of Pb+Pb collisions [3–5]. Similarly,
back-to-back dijet [6–8] and photon–jet pairs [9] are observed to have unbalanced transverse momentum
in Pb+Pb collisions compared to pp collisions. These observations imply that some of the energy of the
parton showering process is transferred outside of the jet through its interaction with the QGP. This has
been termed “jet quenching”.

The distribution of particles within the jet are a�ected by this mechanism of energy loss. Several related
observables sensitive to the properties of the medium can be constructed. Measurements of the jet
shape [10] and the fragmentation functions were made in 2.76 TeV Pb+Pb collisions [11–13]. In Ref. [13],
jet fragmentation functions are measured as a function of both the charged-particle transverse momentum,
pT, and the charged-particle longitudinal momentum fraction relative to the jet,

z ⌘ pT cos�R / pjet
T . (1)

The fragmentation functions are defined as:

D(z) ⌘ 1
Njet

dnch
dz
,

2
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1 Introduction

Heavy ion collisions at the Large Hadron Collider (LHC) are performed in order to produce and study
the quark-gluon plasma (QGP), a phase of strongly interacting matter which emerges at very high energy
densities; a recent review can be found in Ref. [1]. Measurements of jets and the modifications to their
properties in heavy ion collisions are sensitive to the properties of the QGP. In order to quantify jet
modifications in heavy ion collisions, proton-proton (pp) collisions are often used as a reference system.
Using this reference, the rates of jet production are observed to be reduced in lead-lead (Pb+Pb) collisions
compared to expectations from the jet production cross section measured in pp interactions scaled by
the nuclear thickness function of Pb+Pb collisions [2, 3]. Charged particle longitudinal fragmentation
functions are also observed to be modified in Pb+Pb collisions compared to pp collisions [4, 5].

In addition to final state di↵erences, Pb+Pb collisions also di↵er from pp collisions in the initial state
due to the participation of the lead nucleus in the collision. Proton-nucleus collisions are used to pro-
vide measurements of modifications from pp collisions that would be present in the initial conditions of
Pb+Pb collisions as well. The inclusive jet production rate in proton-lead (p+Pb) collisions at 5.02 TeV
was measured [6–8] and found to have only small modifications after accounting for the partonic over-
lap in p+Pb compared to pp collisions. Measurements made at the Relativistic Heavy Ion Collider with
deuteron-gold collisions yield similar results [9]. At high pT, charged hadrons originate from the frag-
mentation of jets and provide a complementary observable to reconstructed jets. The CMS collaboration
observes a small excess in the charged particle spectrum measured in p+Pb for pT > 20 GeV compared
to pp collisions [10]. It is of great interest to measure the charged particle fragmentation functions in
p+Pb and pp collisions for di↵erent intervals of jet pT at the LHC to connect the jet and charged particle
results. These measurements are necessary to both determine modifications to jet fragmentation in p+Pb
collisions and to establish a reference for jet fragmentation measurements in Pb+Pb.

In this note, the jet momentum structure in pp and p+Pb collisions is studied using the distributions of
charged particles associated with jets which have a transverse momentum in the range 45–260 GeV. Jets
are reconstructed with the anti-kt algorithm [11] using a distance parameter R = 0.4. The association
is done via an angular matching �R < 0.41, where �R is the angular distance between the jet axis and
the charged particle position. Results on fragmentation functions are presented as a function of both,
the charged particle transverse momentum with respect to the beam direction, pT, and the longitudinal
momentum fraction with respect to the jet direction, z ⌘ pT cos�R / p

jet
T :

D(pT) ⌘ 1
Njet

dNch

dpT
, (1)

and
D(z) ⌘ 1

Njet

dNch

dz
, (2)

where Nch is the number of charged particles and Njet is the number of jets under consideration. The
D(pT) distributions are the transverse momentum spectra of charged particles within a jet without the

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y axis points
upward. Cylindrical coordinates (r,�) are used in the transverse plane, � being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Angular distance is measured in units of

�R ⌘
q

(�⌘)2 + (��)2.

2

jet energy measurement is 
correlated with how the jet 

fragments!

and
D(pT) ⌘

1
Njet

dnch
dpT
,

where pjet
T is the transverse momentum of the jet, nch is the number of charged particles in the jet, Njet is the

number of jets under consideration, and �R =
p
(�⌘)2 + (��)2 with �⌘ and �� defined as the di�erences

between the jet axis and the charged-particle direction in pseudorapidity and azimuth,1 respectively. In
order to quantify di�erences between Pb+Pb and pp collisions at the same collision energy, the ratios of
the fragmentation functions are measured:

RD(z) ⌘
D(z)PbPb
D(z)pp

,

and
RD(pT) ⌘

D(pT)PbPb
D(pT)pp

.

Relative to jets in pp collisions, it was found in Ref. [13] that jets in Pb+Pb collisions have an excess of
particles with transverse momentum below 4 GeV and an excess of particles carrying a large fraction of
the jet transverse momentum. At intermediate charged-particle pT, there is a suppression of the charged-
particle yield. At the same time, an excess of low-pT particles is observed for particles in a wide region
around the jet cone [14, 15]. These observations may indicate that the energy lost by jets through the jet
quenching process is being transferred to soft particles within and around the jet [16, 17]; measurements
of these soft particles have the potential to constrain the models describing such processes. A possible
explanation for the enhancement of particles carrying a large fraction of the jet momentum is that it is
related to the gluon-initiated jets losing more energy than quark-initiated jets. This leads to a higher
quark-jet fraction in Pb+Pb collisions than in pp collisions. The change in flavor composition, combined
with the di�erent shapes of the quark and gluon fragmentation functions [18] then lead to the observed
excess.

Proton–nucleus collisions, which do not generate a large amount of QGP, are used to di�erentiate between
initial- and final-state e�ects due to the QGP formed in Pb+Pb collisions. Fragmentation functions in
p+Pb collisions show no evidence of modification when compared with those in pp collisions [19]. Thus,
any modifications observed in Pb+Pb collisions can be attributed to the presence of the QGP rather than
to e�ects arising from the presence of the large nucleus.

The rapidity dependence of jet observables in Pb+Pb collisions is of great interest, in part because at
fixed pjet

T the fraction of quark jets increases with increasing |yjet | (see, for example, Refs. [18, 20]).
This makes the rapidity dependence of jet observables potentially sensitive to the di�erent interactions of
quarks and gluons with the QGP. Previous measurements of the rapidity dependence of jet fragmentation
functions at psNN = 2.76 TeV in Pb+Pb collisions found a rapidity dependence of the fragmentation
function modification with limited significance [13].

In this paper, the fragmentation functions and the RD(z) and RD(pT) ratios are measured in Pb+Pb and pp
collisions at 5.02 TeV using 0.49 nb�1 of Pb+Pb collisions and 25 pb�1 of pp collisions collected in 2015.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). The rapidity is defined as
y = 0.5 ln[(E + pz )/(E � pz )] where E and pz are the energy and the component of the momentum along the beam direction.
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1 Introduction

Ultra-relativistic nuclear collisions at the Large Hadron Collider (LHC) produce hot dense matter called
the quark–gluon plasma (QGP); recent reviews can be found in Refs. [1, 2]. Hard-scattering processes
occurring in these collisions produce jets which traverse and interact with the QGP. The study of modifi-
cations of jet rates and properties in heavy-ion collisions compared to pp collisions provides information
about the properties of the QGP.

The rates of jet production are observed to be reduced by approximately a factor of two in lead–lead
(Pb+Pb) collisions at LHC energies compared to expectations from the jet production cross-sections
measured in pp interactions scaled by the nuclear overlap function of Pb+Pb collisions [3–5]. Similarly,
back-to-back dijet [6–8] and photon–jet pairs [9] are observed to have unbalanced transverse momentum
in Pb+Pb collisions compared to pp collisions. These observations imply that some of the energy of the
parton showering process is transferred outside of the jet through its interaction with the QGP. This has
been termed “jet quenching”.

The distribution of particles within the jet are a�ected by this mechanism of energy loss. Several related
observables sensitive to the properties of the medium can be constructed. Measurements of the jet
shape [10] and the fragmentation functions were made in 2.76 TeV Pb+Pb collisions [11–13]. In Ref. [13],
jet fragmentation functions are measured as a function of both the charged-particle transverse momentum,
pT, and the charged-particle longitudinal momentum fraction relative to the jet,

z ⌘ pT cos�R / pjet
T . (1)

The fragmentation functions are defined as:

D(z) ⌘ 1
Njet

dnch
dz
,

2
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to the unfolded D(z) and D(pT) distributions are shown in Figure 3 for pp collisions and 0–10% central
Pb+Pb collisions. The magnitude of the unfolding e�ect varies as a function of pjet

T , pch
T , and centrality.

The e�ect of the unfolding is similar in pp and Pb+Pb collisions at low z and pT, but for higher-momentum
particles within the jet, the e�ect of the unfolding in pp and Pb+Pb collisions di�ers by up to 25% between
the two collision systems for 126 < pjet

T < 158 GeV. This di�erence is due to UE fluctuations, which
lead to poorer jet energy resolution in Pb+Pb collisions than in pp collisions. With increasing pjet

T , the
e�ect of UE fluctuations decreases; for 251 < pjet

T < 316 GeV the e�ect of the unfolding is similar in
Pb+Pb and pp collisions at all value of z and pT. The e�ect of the unfolding is larger at high z and pT
due to the steepness of the fragmentation function near z = 1. The shaded boxes in Figure 3 show the
size of systematic uncertainties associated with the unfolding which originate from the sensitivity of the
unfolding to the shape of input MC distributions, as described in the next section.

6 Systematic uncertainties

The following sources of systematic uncertainty are considered: the jet energy scale (JES), the jet energy
resolution (JER), the sensitivity of the unfolding to the prior, the residual non-closure of the analysis
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Pb+Pb and pp collisions at all value of z and pT. The e�ect of the unfolding is larger at high z and pT
due to the steepness of the fragmentation function near z = 1. The shaded boxes in Figure 3 show the
size of systematic uncertainties associated with the unfolding which originate from the sensitivity of the
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to make sense of these, take ratios to the same quantity in pp collisions

and
D(pT) ⌘

1
Njet

dnch
dpT
,

where pjet
T is the transverse momentum of the jet, nch is the number of charged particles in the jet, Njet is the

number of jets under consideration, and �R =
p
(�⌘)2 + (��)2 with �⌘ and �� defined as the di�erences

between the jet axis and the charged-particle direction in pseudorapidity and azimuth,1 respectively. In
order to quantify di�erences between Pb+Pb and pp collisions at the same collision energy, the ratios of
the fragmentation functions are measured:

RD(z) ⌘
D(z)PbPb
D(z)pp

,

and
RD(pT) ⌘

D(pT)PbPb
D(pT)pp

.

Relative to jets in pp collisions, it was found in Ref. [13] that jets in Pb+Pb collisions have an excess of
particles with transverse momentum below 4 GeV and an excess of particles carrying a large fraction of
the jet transverse momentum. At intermediate charged-particle pT, there is a suppression of the charged-
particle yield. At the same time, an excess of low-pT particles is observed for particles in a wide region
around the jet cone [14, 15]. These observations may indicate that the energy lost by jets through the jet
quenching process is being transferred to soft particles within and around the jet [16, 17]; measurements
of these soft particles have the potential to constrain the models describing such processes. A possible
explanation for the enhancement of particles carrying a large fraction of the jet momentum is that it is
related to the gluon-initiated jets losing more energy than quark-initiated jets. This leads to a higher
quark-jet fraction in Pb+Pb collisions than in pp collisions. The change in flavor composition, combined
with the di�erent shapes of the quark and gluon fragmentation functions [18] then lead to the observed
excess.

Proton–nucleus collisions, which do not generate a large amount of QGP, are used to di�erentiate between
initial- and final-state e�ects due to the QGP formed in Pb+Pb collisions. Fragmentation functions in
p+Pb collisions show no evidence of modification when compared with those in pp collisions [19]. Thus,
any modifications observed in Pb+Pb collisions can be attributed to the presence of the QGP rather than
to e�ects arising from the presence of the large nucleus.

The rapidity dependence of jet observables in Pb+Pb collisions is of great interest, in part because at
fixed pjet

T the fraction of quark jets increases with increasing |yjet | (see, for example, Refs. [18, 20]).
This makes the rapidity dependence of jet observables potentially sensitive to the di�erent interactions of
quarks and gluons with the QGP. Previous measurements of the rapidity dependence of jet fragmentation
functions at psNN = 2.76 TeV in Pb+Pb collisions found a rapidity dependence of the fragmentation
function modification with limited significance [13].

In this paper, the fragmentation functions and the RD(z) and RD(pT) ratios are measured in Pb+Pb and pp
collisions at 5.02 TeV using 0.49 nb�1 of Pb+Pb collisions and 25 pb�1 of pp collisions collected in 2015.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). The rapidity is defined as
y = 0.5 ln[(E + pz )/(E � pz )] where E and pz are the energy and the component of the momentum along the beam direction.
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1 Introduction

Ultra-relativistic nuclear collisions at the Large Hadron Collider (LHC) produce hot dense matter called
the quark–gluon plasma (QGP); recent reviews can be found in Refs. [1, 2]. Hard-scattering processes
occurring in these collisions produce jets which traverse and interact with the QGP. The study of modifi-
cations of jet rates and properties in heavy-ion collisions compared to pp collisions provides information
about the properties of the QGP.

The rates of jet production are observed to be reduced by approximately a factor of two in lead–lead
(Pb+Pb) collisions at LHC energies compared to expectations from the jet production cross-sections
measured in pp interactions scaled by the nuclear overlap function of Pb+Pb collisions [3–5]. Similarly,
back-to-back dijet [6–8] and photon–jet pairs [9] are observed to have unbalanced transverse momentum
in Pb+Pb collisions compared to pp collisions. These observations imply that some of the energy of the
parton showering process is transferred outside of the jet through its interaction with the QGP. This has
been termed “jet quenching”.

The distribution of particles within the jet are a�ected by this mechanism of energy loss. Several related
observables sensitive to the properties of the medium can be constructed. Measurements of the jet
shape [10] and the fragmentation functions were made in 2.76 TeV Pb+Pb collisions [11–13]. In Ref. [13],
jet fragmentation functions are measured as a function of both the charged-particle transverse momentum,
pT, and the charged-particle longitudinal momentum fraction relative to the jet,

z ⌘ pT cos�R / pjet
T . (1)

The fragmentation functions are defined as:

D(z) ⌘ 1
Njet

dnch
dz
,

2



ratios of fragmentation functions in PbPb / pp

• y dependence

 34

 z
2−10 1−10 1

   )z(
D

R

0.5

1

1.5

2

2.5

  <  158 GeVjet
T
p  126  <  

  <  251 GeVjet
T
p  200  <  

  <  398 GeVjet
T
p  316  <  

=0.4 jetsR tk | < 2.1 anti-jet y|ATLAS

, 0-10%-1 = 5.02 TeV, 0.49 nbNNsPb+Pb, 
-1 = 5.02 TeV, 25 pbs , pp

PRC 98 024908 (2018)



ratios of fragmentation functions in PbPb / pp

• y dependence

 34

 z
2−10 1−10 1

   )z(
D

R

0.5

1

1.5

2

2.5

  <  158 GeVjet
T
p  126  <  

  <  251 GeVjet
T
p  200  <  

  <  398 GeVjet
T
p  316  <  

=0.4 jetsR tk | < 2.1 anti-jet y|ATLAS

, 0-10%-1 = 5.02 TeV, 0.49 nbNNsPb+Pb, 
-1 = 5.02 TeV, 25 pbs , pp

PRC 98 024908 (2018)



ratios of fragmentation functions in PbPb / pp

• y dependence

 34

 z
2−10 1−10 1

   )z(
D

R

0.5

1

1.5

2

2.5

  <  158 GeVjet
T
p  126  <  

  <  251 GeVjet
T
p  200  <  

  <  398 GeVjet
T
p  316  <  

=0.4 jetsR tk | < 2.1 anti-jet y|ATLAS

, 0-10%-1 = 5.02 TeV, 0.49 nbNNsPb+Pb, 
-1 = 5.02 TeV, 25 pbs , pp

 [GeV]  
T
p

1 10 210
   ) Tp(

D
R

0.5

1

1.5

2

2.5

  <  158 GeVjet
T
p  126  <  

  <  251 GeVjet
T
p  200  <  

  <  398 GeVjet
T
p  316  <  

=0.4 jetsR tk | < 2.1 anti-jet y|ATLAS

, 0-10%-1 = 5.02 TeV, 0.49 nbNNsPb+Pb, 
-1 = 5.02 TeV, 25 pbs , pp

PRC 98 024908 (2018)



ratios of fragmentation functions in PbPb / pp

• y dependence

 34

 z
2−10 1−10 1

   )z(
D

R

0.5

1

1.5

2

2.5

  <  158 GeVjet
T
p  126  <  

  <  251 GeVjet
T
p  200  <  

  <  398 GeVjet
T
p  316  <  

=0.4 jetsR tk | < 2.1 anti-jet y|ATLAS

, 0-10%-1 = 5.02 TeV, 0.49 nbNNsPb+Pb, 
-1 = 5.02 TeV, 25 pbs , pp

 [GeV]  
T
p

1 10 210
   ) Tp(

D
R

0.5

1

1.5

2

2.5

  <  158 GeVjet
T
p  126  <  

  <  251 GeVjet
T
p  200  <  

  <  398 GeVjet
T
p  316  <  

=0.4 jetsR tk | < 2.1 anti-jet y|ATLAS

, 0-10%-1 = 5.02 TeV, 0.49 nbNNsPb+Pb, 
-1 = 5.02 TeV, 25 pbs , pp

PRC 98 024908 (2018)



how do we look at jets?

• idea: if the the jet is broadened, increasing R increases RAA

 35

Level of detail

 3

Full jet Large structure Constituent

illustration, Yi Chen



how do we look at jets?

• idea: if the the jet is broadened, increasing R increases RAA

 35

Level of detail

 3

Full jet Large structure Constituent

illustration, Yi Chen

RAA



how do we look at jets?

• idea: if the the jet is broadened, increasing R increases RAA

 35

Level of detail

 3

Full jet Large structure Constituent

illustration, Yi Chen

fragmentation functionsRAA



how do we look at jets?

• idea: if the the jet is broadened, increasing R increases RAA

 35

Level of detail

 3

Full jet Large structure Constituent

illustration, Yi Chen

fragmentation functionsRAA jet mass



jet mass

• m/pT is related to the angular width of the jet 
• question:  

• does the QGP see a jet as a single or multiple sources? 
• if different parts of the jet lose energy incoherently, wide jets could 

have a larger quenching effect 
• do particles from gluon radiation make the jet broader 
• how does jet grooming in HI collisions affect the physics? 

• no calculation of jet mass currently available in PbPb collisions
 36
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We propose a new description of the jet quenching phenomenon observed in nuclear collisions at high
energies in which coherent parton branching plays a central role. This picture is based on the appearance
of a dynamically generated scale, the jet resolution scale, which controls the transverse resolution power
of the medium to simultaneously propagating color probes. Since from the point of view of the medium
all partonic jet fragments within this transverse distance act coherently as a single emitter, this scale
allows us to rearrange the jet shower into effective emitters. We observe that in the kinematic regime of
the LHC, the corresponding characteristic angle is comparable to the typical opening angle of high-energy
jets such that most of the jet energy is contained within a non-resolvable color coherent inner core. Thus,
a sizable fraction of the jets is unresolved, losing energy as a single parton without modifications of their
intra-jet structure.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The phenomenon of “jet quenching”, in other words the mod-
ifications of the structure of jets in a heavy-ion environment, is
one of the main tools to determine the properties of QCD matter
under extreme conditions. The suppression of high transverse mo-
mentum particles observed in Au+Au collisions at RHIC stands out
as one of its key discoveries [1–4]. A similarly strong suppression
is observed in Pb + Pb collisions at the LHC [5,6]. Reconstructed
jet observables, which hold the promise to be extremely versa-
tile probes for an unprecedented characterization of the medium,
have recently been measured as well [7,8]. Clearly, the success of
this program relies crucially on a detailed understanding of the
interaction of jets with QCD matter. However, the approaches suc-
cessfully applied at RHIC need important refinements to describe
the sub-leading structure of the jet, treated so far in an oversimpli-
fied manner. This calls for a complete theory of jets in a medium.

The perturbative QCD description of jets in the vacuum is built
up of partial information from limiting cases where first-principle
calculations are possible and improves systematically when in-
creasing precision is needed. A similar approach is being followed

* Corresponding author. Present address: Departament d’Estructura i Constituents
de la Matèria, Universitat de Barcelona, Martí i Franquès 1, 08028 Barcelona, Spain.

E-mail addresses: jorge.casalderrey@ub.edu (J. Casalderrey-Solana),
yacine.mehtar-tani@cea.fr (Y. Mehtar-Tani), carlos.salgado@usc.es (C.A. Salgado),
konrad@ecm.ub.edu (K. Tywoniuk).

for the medium case. One of the essential features of the vac-
uum branching process is color coherence in multi-gluon radiation,
a problem which has recently been addressed for the medium in
a series of papers [9–15]. Based on the insights obtained from
these studies of the antenna radiation, in this Letter we put for-
ward a new and appealing picture of the problem of in-medium
jet evolution. This provides an extension of the antenna radiation,
a computational setup, to the whole jet evolution, introducing the
concept of effective emitters for the medium radiation.

The underlying physical picture arising from these studies is
simple: for medium-induced gluon radiation, a jet is composed of
a set of colored emitters, which may not correspond to the actual
number of partons in the shower. A given medium configuration
defines an effective number of emitters off of which induced radi-
ation takes place, while inside each of these effective sources the
angular-ordered vacuum radiation occurs. The resolution defining
these emitters is determined dynamically by the medium prop-
erties and not by the kinematics of the radiated gluon, as for
the vacuum. A key observation is that the medium gives rise to
a transverse resolution scale which determines the role of the co-
herence effects: partons separated in transverse plane less than
this characteristic size remain color correlated and hence emit in-
duced gluons as a single parton.1

1 For parametric estimates we will be using the ‘multiple-soft scattering’ ap-
proximation throughout, but the discussion can easily be refined to include hard
interactions with the medium.

0370-2693/$ – see front matter © 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.07.046
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energy loss. In JEWEL each scattering of the leading parton with constituents from the medium is
computed giving a microscopic description of the transport coefficient, q̂. By default, JEWEL does
not keep track of the momenta of the recoiling scattering centers (“recoil off”). This leads to a net
loss of energy and momentum out of the di-jet system, and is expected to mostly affect low-pT-particle
production. For the jet mass measurement, low-momentum fragments are important, so JEWEL was
also run in the mode in which it keeps track of the scattering centers (“recoil on”). In that mode, more
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energy loss. In JEWEL each scattering of the leading parton with constituents from the medium is
computed giving a microscopic description of the transport coefficient, q̂. By default, JEWEL does
not keep track of the momenta of the recoiling scattering centers (“recoil off”). This leads to a net
loss of energy and momentum out of the di-jet system, and is expected to mostly affect low-pT-particle
production. For the jet mass measurement, low-momentum fragments are important, so JEWEL was
also run in the mode in which it keeps track of the scattering centers (“recoil on”). In that mode, more
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related underlying event, the samples generated with JEWEL and Q-PYTHIA are embedded in a
simulated thermal background with particle momenta following a Maxwell-Boltzmann distri-
bution [44] with an average pT of 1.2 GeV and an average energy density corresponding to that
from events in the 0–10% centrality class in PbPb data.

3 Jet reconstruction
Offline particle candidates are reconstructed with the PF algorithm. This algorithm aims to re-
construct and identify each individual particle (PF candidate) using an optimized combination
of information from various elements of the CMS detector. For this analysis, the PF candidates
are treated as massless. Jets are clustered from PF candidates using the anti-kT algorithm with
a distance parameter of 0.4. Only jets with p

jet
T > 140 GeV and |hjet| < 1.3 are included in the

analysis due to the trigger.

In PbPb collisions, the constituents of the jet are corrected for the UE contribution using the
“constituent subtraction” algorithm [45]. This algorithm uses a particle-level approach that
removes or corrects jet constituents for the uncorrelated background based on the average UE
density in a given h region. This particle-by-particle subtraction allows the correction of both
the four-momentum of the jet and its substructure. A more detailed description of this method
can be found in Ref. [26].

The energy of reconstructed jets is corrected to the particle level with the corrections derived
from simulation and applied to the reconstructed jets in pp and PbPb collisions. Additional
corrections for the mismodeling of the detector response are also applied [46, 47].

4 Groomed jet mass
Jet grooming isolates the hard sub-components of a jet and removes soft and wide-angle radi-
ation, thereby highlighting jet substructure features. This procedure can be used to isolate a
hard splitting in the parton shower evolution. The soft components of a jet can originate from
many sources, including uncorrelated UE, initial state radiation, other uncorrelated hard scat-
tering in the collision, or soft gluons radiated by the hard parton which initiated the jet. The
SD jet grooming algorithm is used to extract the hard structure of jets, which is sensitive to the
impact of parton-medium interactions during the jet evolution. With this grooming technique,
the hard and soft parts of the jets can be separated in a completely theoretically controlled
way [20, 21, 48–51]. The procedure starts with a jet and reclusters the constituents with the
Cambridge–Aachen algorithm [52] to form an angular-ordered structure. A recursive pairwise
declustering step is then performed. In each step during the grooming procedure, the softer
leg of the considered subjet pair is dropped if the SD condition is not satisfied, resulting in a
smaller groomed pT than that of the original jet. The SD condition is the following [21]:

zg =
min(pT,i, pT,j)

pT,i + pT,j
> zcut

✓DRij

R0

◆b

, (1)

where the subscripts “i” and “j” indicate the subjets at that step of the declustering, DRij is
the distance between the two subjets in the h � f plane, R0 is the jet resolution parameter, and
zcut and b are adjustable parameters. The parameter zcut is the threshold for zg when the two
subjets are separated by the jet resolution parameter R0, and b controls the grooming profile as
a function of subjet separation DRij. When b = 0, the SD grooming threshold is independent
of DRij, and the grooming procedure is equivalent to the modified mass–drop tagger [20]. The

soft drop: recluster the jet with 
Cambridge-Aachen then go through 

the constituents and exclude the 
softer leg unless
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Figure 3: (left) The centrality dependence of Mg/p
jet
T , for PbPb events with 160 < p

jet
T <

180 GeV for the (0.1, 0.0) SD setting. Results are compared to the smeared pp spectra. (right)
The ratio of PbPb data over smeared pp data. The heights of the vertical lines (colored boxes)
indicate statistical (systematic) uncertainties. Statistical uncertainties are less than the marker
sizes in most bins.
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T , for PbPb events with 160 < p

jet
T <
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The ratio of PbPb data over smeared pp data. The heights of the vertical lines (colored boxes)
indicate statistical (systematic) uncertainties. Statistical uncertainties are less than the marker
sizes in most bins.

As a consequence of the stronger grooming at large subjet opening angles, the result for the
(0.5, 1.5) SD setting probes potential modification of the core of the jet. On the contrary, in the
(0.1, 0.0) SD setting the grooming strength does not depend on the subjet opening angle and
therefore is sensitive to both the core and peripheral modifications. The comparison shows
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jet quenching in pA collisions?

• yesterday: discussed whether a small QGP was being created in 
pA collisions 

• if that is the case, should jet quenching be observable in pA 
collisions? 

• it has not been observed, either because it’s not there or 
because we don’t have sensitive enough measurements to see it 

• I expect more on this subject both experimentally and 
theoretically in the couple years, especially given the large 8 
TeV dataset from 2016 in pPb collisions
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74 ALICE Collaboration / Physics Letters B 749 (2015) 68–81

Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
measured single-particle results for RpPb, one has to consider that 
the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.
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Figure 8: Inclusive jet nuclear modification factor R
⇤
pPb as a function of jet pT in p

sNN = 5.02 TeV
pPb collisions, using a pp reference extrapolated from previous measurements [33] at

p
s =

7 TeV. The vertical bars represent the statistical uncertainties, and the open boxes represent
the systematic ones. The filled rectangular boxes around R

⇤
pPb = 1 represent the luminosity

uncertainties in the pPb and pp measurements. The CMS measurements are compared to a
NLO pQCD calculation [57] that is based on the EPS09 nPDFs [19]. The theoretical calcula-
tions are shown with solid lines, and the shaded bands around them represent the theoretical
uncertainties.

CMS EPJC 76 372

can calculate RAA

find that RAA is consistent with unity, no jet quenching observed, but  
uncertainties might mask any jet quenching effect
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(d) Standard deviation of the hdijet distribution. All panels show pPb data (red solid circles)
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band width indicates statistical uncertainty) simulations. The inclusive HF activity results for
pPb and PYTHIA + HIJING are shown as blue solid and black empty squares, respectively. The
yellow, grey and blue boxes indicate the systematic uncertainties and the error bars denote the
statistical uncertainties. Note that the legend is spread over the four subfigures.
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Alternatives / CEA, France; the Bundesministerium für Bildung und Forschung, Deutsche
Forschungsgemeinschaft, and Helmholtz-Gemeinschaft Deutscher Forschungszentren, Ger-
many; the General Secretariat for Research and Technology, Greece; the National Scientific
Research Foundation, and National Innovation Office, Hungary; the Department of Atomic
Energy and the Department of Science and Technology, India; the Institute for Studies in The-
oretical Physics and Mathematics, Iran; the Science Foundation, Ireland; the Istituto Nazionale
di Fisica Nucleare, Italy; the Korean Ministry of Education, Science and Technology and the
World Class University program of NRF, Republic of Korea; the Lithuanian Academy of Sci-

6 6 Results and discussion

0 0.2 0.4 0.6 0.8 1

Ev
en

t f
ra

ct
io

n

0.05

0.1

0.15

0.2

0.25
|<5.2η4<|

TAll E

(a)pPb
PYTHIA + HIJING
PYTHIA

-1CMS  pPb  35 nb

0 0.2 0.4 0.6 0.8 1

Ev
en

t f
ra

ct
io

n

0.05

0.1

0.15

0.2

0.25  < 30 GeV|<5.2η4<|
T25 GeV < E

(d) 0 0.2 0.4 0.6 0.8 1

0.05

0.1

0.15

0.2

0.25
 < 20 GeV|<5.2η4<|

TE

(b)

 = 5.02 TeVNNs

 > 30 GeV/c
T,2

 > 120, p
T,1

p

T,1
/p

T,2
p

0 0.2 0.4 0.6 0.8 1

0.05

0.1

0.15

0.2

0.25  < 40 GeV|<5.2η4<|
T30 GeV < E

(e) 0 0.2 0.4 0.6 0.8 1

0.05

0.1

0.15

0.2

0.25
 < 25 GeV|<5.2η4<|

T20 GeV < E

(c)/3π > 2
1,2
φ∆

0 0.2 0.4 0.6 0.8 1

0.05

0.1

0.15

0.2

0.25  > 40 GeV|<5.2η4<|
TE

(f)

Figure 3: Dijet transverse momentum ratio (pT,2/pT,1) distributions for leading jets with pT,1 >
120 GeV/c, subleading jets with pT,2 > 30 GeV/c, and Df1,2 > 2p/3 are shown (a) without
any selection on the HF transverse energy E

4<|h|<5.2
T , and (b)–(f) for different E

4<|h|<5.2
T classes.

Results for pPb events are shown as the red solid circles, while the crosses show the results
for PYTHIA + HIJING simulated events. Results for the simulated PYTHIA events are shown
as the grey histogram which is replicated in all the panels. The error bars for the statistical
uncertainties are smaller than the marker size and the total systematic uncertainties are shown
as yellow boxes.

correlation in pPb collisions. The dijet pseudorapidity distributions in pPb collisions, which
are sensitive to a possible modification of the parton distribution function of the nuclei (nPDF)
with respect to that of the nucleons, are also studied.

6.1 Dijet transverse momentum balance

As a function of collision centrality (i.e. the degree of overlap of the two colliding nuclei), dijet
events in PbPb collisions were found to have an increasing transverse momentum imbalance
for more central events compared to a pp reference [8–10]. The same analysis is performed in
pPb collisions. To characterize the dijet transverse momentum balance (or imbalance) quanti-
tatively, the dijet transverse momentum ratio pT,2/pT,1 is used. As shown in Fig. 3, pT,2/pT,1
distributions measured in pPb data, PYTHIA and PYTHIA + HIJING agree within the systematic
uncertainty in different E

4<|h|<5.2
T intervals, including the event class with the largest forward

calorimeter activity. The residual difference in the dijet transverse momentum ratio between
data and MC simulation can be attributed to a difference in the jet energy resolution, which is
better in the MC simulation by about ⇠1–2% compared to the data [36].

In order to compare results from pPb and PbPb data, PbPb events which pass the same dijet
criteria are selected for further analysis with an additional requirement on the forward activity
E

4<|h|<5.2
T < 60 GeV, since the bulk of the pPb events satisfy this condition, as can be seen in

Fig. 1(b). The measured mean value of pT,2/pT,1 from these PbPb data is 0.711 ± 0.007 (stat.) ±

EPJ C74 (2014) 2951

increasing forward ET

no significance modification of 
the dijet pT balance

shift in the dijet balance in PbPb was 
the first jet quenching result at the 

LHC
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Figure 6: The ratio RD(pT) of unfolded D(pT) distributions measured in heavy-ion collisions to unfolded D(pT)
distributions measured in pp collisions. The RD(pT) distributions were evaluated in four di↵erent centrality bins
(rows) and four di↵erent selections in jet pT of jets (columns) with |y| < 2.1. The error bars on the data points
indicate statistical uncertainties while the shaded bands indicate systematic uncertainties.
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Figure 6: The ratio RD(pT) of unfolded D(pT) distributions measured in heavy-ion collisions to unfolded D(pT)
distributions measured in pp collisions. The RD(pT) distributions were evaluated in four di↵erent centrality bins
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modification of inclusive fragmentation 
functions in PbPb collisions understood 

to be due to QGP
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Figure 10: Ratios of fragmentation functions as a function of the charged particle z in p+Pb collisions to those in
pp collisions for the six pjet

T intervals. The statistical uncertainties are shown as error bars and the total systematic
uncertainties are shown as shaded boxes.
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Figure 11: Ratios of fragmentation functions as a function of the charged particle pT in p+Pb collisions to those in
pp collisions for the six pjet

T intervals. The statistical uncertainties are shown as error bars and the total systematic
uncertainties are shown as shaded boxes.
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Figure 7: Measurements of the nuclear modification factor RAA in central heavy-ion colli-
sions at three different center-of-mass energies, as a function of pT, for neutral pions (p0),
charged hadrons (h±), and charged particles [12, 27–30], compared to several theoretical pre-
dictions [32–37] (see text). The error bars on the points are the statistical uncertainties, and the
yellow boxes around the CMS points are the systematic uncertainties. Additional absolute TAA
uncertainties of order ±5% are not plotted. The bands for several of the theoretical calculations
represent their uncertainties.

4 Summary
Measurements of the charged particle transverse momentum spectra have been presented forp

sNN = 2.76 TeV pp and PbPb collisions. The results for the PbPb collisions have been com-
pared to the measured pp pT spectrum scaled by the corresponding number of incoherent
nucleon-nucleon collisions. The high-pT yields in central PbPb collisions are significantly sup-
pressed when compared to peripheral PbPb and pp collisions. In the range pT = 5–10 GeV/c, the
suppression is stronger than that seen at RHIC. Beyond 10 GeV/c, both RAA and RCP show a ris-
ing trend, as already suggested by data from the ALICE experiment, limited to pT = 20 GeV/c.
The CMS measurement, with improved statistical precision, clearly shows that this rise contin-
ues at higher pT, approaching a suppression factor RAA ⇡ 0.5–0.6 in the range 40–100 GeV/c.
The overall pT dependence of the suppression can be described by a number of phenomeno-
logical predictions. The detailed evolution of the RAA rise from 6 to 100 GeV/c depends on
the details of the models. Together with measurements of high-pT charged hadron azimuthal
anisotropies, inclusive jet spectra, fragmentation functions, and dijet transverse energy balance,

EPJC 72 (2012) 194

RAA of charged particles at 10-20 GeV similar to the LHC 
that does not mean that the quenching is the same 

20 GeV only part of kinematic range of RHIC

How does the QGP evolve along with the parton shower? The Physics Case for sPHENIX
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Figure 1.18: Scale probed in the medium in [1/fm] via high energy partons as a function of the local
temperature in the medium. The red (black) curves are for different initial parton energies in the
RHIC (LHC) medium.
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The Physics Case for sPHENIX Rates and Physics Reach
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Figure 1.49: Jet, photon and p0 rates for |h| < 1.0 from NLO pQCD [143] calculations scaled to
Au+Au central collisions for

p
sNN = 200 GeV . The scale uncertainties on the pQCD calculations

are shown as additional lines. Ten billion Au+Au central collisions correspond to one count at 10�10

at the bottom of the y-axis range. A nominal 22 week RHIC run corresponds to 20 billion central
Au+Au events.

signal to background means that it will be possible to measure direct photons with the sPHENIX
calorimeter alone, even before applying isolation cuts. Beyond measurements of inclusive direct
photons, this enables measurements of g-jet correlations and g-hadron correlations.

Figure 1.51 summarizes the current and future state of hard probes measurements in A+A collisions
in terms of their statistical reach. The top panel shows the most up to date RAA measurements of
hard probes in central Au+Au events by the PHENIX Collaboration (sometimes called the “T-shirt
plot”) plotted against statistical projections for sPHENIX channels measured after the first two
years of data-taking. While these existing measurements have greatly expanded our knowledge
of the QGP created at RHIC, the overall kinematic reach is constrained to < 20 GeV even for the
highest statistics measurements. Due to the superior acceptance, detector capability and collider
performance, sPHENIX will greatly expand the previous kinematic range studied at RHIC energies
(in the case of inclusive jets, the data could extend to 80 GeV/c, four times the range of the current
PHENIX p0 measurements) and will allow access to new measurements entirely (such as fully
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hadrons to calorimeter jets

motivation to build an optimized high 
rate jet detector for RHIC (other 

motivations include photons, upsilons, 
…)

1501.06197

jets and dijets provide precise 
knowledge of the kinematics which 
charged hadrons (which are the jet 

cross sections convoluted with the FFs) 
don’t



overlapping measurements with the LHC

• looking at correlations between jets and within jets 
• CMS results and Martin's paper 

• jet tagging 
• upsilons 

• these slides should as much as possible have current results 
and RHIC/LHC projections
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The Physics Case for sPHENIX Rates and Physics Reach
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Figure 1.51: (Top) Statistical projections for the RAA of various hard probes vs pT in 0–20% Au+Au
events with the sPHENIX detector after two years of data-taking, compared with a selection of current
hard probes data from PHENIX. (Bottom) Kinematic reach of various jet quenching observables from
previous and future RHIC and LHC data-taking. Adapted from slides by G. Roland at the QCD Town
Meeting at Temple University.
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large detectors at RHIC
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STAR

large acceptance TPC, TOF, 
EM calorimeter 

solenoid magnet
small acceptance, high rate, 

EM calorimeter
both of these detectors have served the community very well since the turn on RHIC 

neither of these detectors is optimized for high rate and large acceptance for jets, upsilons, …
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large acceptance, high rate, electromagnetic & hadronic calorimetry
�1

The Detector Development  
and Physics Program in 

sPHENIX Experiment at RHIC

Yongsun Kim, UIUC
(University of Illinois Urbana-Champaign), 

for sPHENIX collaboration

May 15, 2018

Babar solenoid headed to 
it’s new life in NY 

successfully operated at full 
field for the first time since 

Babar this year!



excellent tracking and calorimetry
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�5

Hcal 
EMcal
2π coverage 

sPHENIX
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summary jets

• we using jets to understand the microscopic interactions in the 
• from the experimental side, many advances in the last few 

years and more to come 
• MC modeling improving quickly (JEWEL and JETSCAPE are two 

examples) 
• theoretical progress in understanding the physics and 

optimizing observables 
• expect a large PbPb dataset in 2018 plus 10/nb over Runs 3 & 4 
• pPb collisions are an important question that is still under 

investigation
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summary heavy ions
• I’ve left much out: particle fluctuations, quarkonia, EW bosons, new 

flow observables, hadron formation, … 
• I’ve included several review articles in the slides already 

• if you are interested, go back and read the original works! 
• slides from previous summer schools (including US National Nuclear 

Physics Summer School) are also very useful 
• talk to your collaborators, this is an evolving field and perspectives 

differ 
• I’d be happy to answer questions that you have via email
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thanks for the organizers for the invitation, this has been a great experience to put 
together and you have asked many interesting questions!



other reviews (not comprehensive)
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